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based on a selection of distributions for the treatment effect. We illustrate
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regarding the choice of prior distribution and comment on the consequences
for decision-making in investment and planning for Phase 3 programmes.
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1 | INTRODUCTION

The article entitled “Why Most Published Research Findings Are False”" has been one of the most cited in recent years.
Selection bias is one of the key drivers behind the provocative title. As experiments are finite in size, the estimates of
key parameters will be variable. If estimates are large, they tend to be highlighted; if estimates are low, they tend to be
hidden away and forgotten. There are several mechanisms contributing to this pattern: Investigators may not adjust for
multiple comparisons within a trial. They are more likely to submit results that are positive, and journals have been
more inclined to publish findings that appear to be important. To counteract these problems, there has lately been a
strong movement to increase the transparency of clinical trial results. Regulation has been strengthened and many
pharmaceutical companies have gone beyond regulations to commit to even higher degrees of transparency.

However, transparency will not completely solve the issue with selection bias. Even if corrections are made for mul-
tiple analyses within each trial, there is no obvious correction for viewing results across multiple trials and multiple
drugs. A large pool of candidate drugs (CD) is tested in Phase 2, in trials with limited sample size, and the results are
subject to random uncertainty. As a considerable fraction of these CDs are terminated due to lack of efficacy, it is rea-
sonable to believe that it is common for CDs to have a lower efficacy than is anticipated in the planning phase. Among
CDs selected for further development based on promising Phase 2 results, the estimated efficacy in Phase 2 is therefore
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on average higher than the true efficacy. This gives rise to the selection bias that this article focuses on. Selection bias is
less of a problem in regulatory decisions. The regulatory system, where promising results in Phase 2 normally have to
be confirmed in Phase 3, significantly decreases the risk that non-effective drugs will reach the patients. The large
investments needed in Phase 3 further limits the number of drugs that receive positive investment decisions. In this
article, we will study selection bias and discuss implications for the sponsors’ Phase 3 investment decisions.

Several authors have studied selection bias (e.g. Efron®) and identified that this bias is an important factor behind
that positive results in Phase 2 are often not replicated in Phase 3.> This can be viewed as a regression to the mean
mechanism and will be driven by the distribution of efficacies among the wider pool of CDs tested. For the specific case
that the estimate from the Phase 2 trial is used to plan the upcoming Phase 3 trial, several methods to adjust the Phase
2 estimates have been proposed.”” Chuang-Stein and Kirby’ highlight three reasons why this is important, in that it
impacts our ability to make appropriate decisions:

« Going into Phase 3 development based on overly optimistic estimates can lead to underpowered, and eventually
failed, confirmatory programmes.

« Endpoint selection can be led astray if one endpoint is selected for the confirmatory programme on the basis of a ran-
domly high estimate.

« There is a risk that a suboptimal subgroup is selected as the primary analysis population in Phase 3.

The fact that Phase 2 and Phase 3 trials may often provide divergent results has also been addressed by the FDA.® In
a case study of 22 projects, they conclude that “phase 2 results can inaccurately predict safety and/or effectiveness for
medical products in a wide range of diseases and patient populations.” In a recent article, Qu et al.” present an
approach to the adjustment for selection bias, which is illustrated for the situation of a transition between an early PoC
study and a larger Phase 2 study, and the approach is applied to some projects from the diabetes and immunology dis-
ease areas. While our work is instead focussed on the transition between Phase 2 and 3, it has similarities to the situa-
tion studied by Qu et al. as in both cases the results from a smaller early study may be subject to selection bias when
proceeding to a subsequent larger study.

To evaluate the degree of the selection bias occurring at Phase 3 investment decisions, and to study potential conse-
quences, we argue that it is essential to apply a relevant distribution for treatment efficacies of CDs to account for the
uncertainty pertaining to the efficacy of the drug going into Phase 2. While many authors have performed this type of
evaluation considering scenarios where the treatment effect has been set to a fixed value,®° we choose to extend the
approach taken by Chuang-Stein and Kirby"! in applying a prior distribution to the treatment effect.

Chapter 2 suggests three examples of different types of prior distributions: a mixture distribution with significant prob-
ability for no efficacy, a lognormal distribution and an (improper) exponential distribution. In Chapter 3, we consider the
sub-probability distributions of CD efficacies, resulting from a selection mechanism used for the Phase 3 investment deci-
sion. In addition, the conditional distributions and means of Phase 2 estimates, given a Phase 3 go decision, are provided.
Utilising an assumed prior distribution, Chapter 4 then considers discounting of Phase 2 results, producing a posterior
and an assessment of the selection bias. We also study robustness properties when the prior distribution is misspecified.
The three different priors introduced in Chapter 2 are used throughout Chapters 3 and 4. Ideally, the choice of prior
should be informed by empirical data. In Chapter 5, we therefore extract data from clinicaltrials.org in order to illuminate
the choice of prior distribution. An illustrating example is provided in Chapter 6, where we exemplify the issue of selec-
tion bias with the case of testing medicines for the COVID-19 disease. Results and methods are discussed in Chapter 7.

2 | TREATMENT EFFECT DISTRIBUTIONS

A large number of CD are tested in Phase 2, by different sponsors. For drugs with similar endpoints and for similar indi-
cations, we can think of an underlying distribution of efficacy. We assume that the efficacy of an arbitrary drug going
into Phase 2 follows a distribution z. It may be possible to estimate this distribution using historic data on observed
Phase 2 efficacy for a large number of drugs. Alternatively, we can view r as reflecting the beliefs and uncertainty for a
particular drug, in which case z may be interpreted as a prior distribution in a Bayesian sense.

Assume that the efficacy of an arbitrary drug going into Phase 2 follows a distribution z(#), where 0 is the true effi-
cacy of the drug. Three different classes of distributions for z(¢) will be considered and used to illuminate the issues at
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hand. These classes have been chosen to highlight various types of behaviours, for example also the possibility of a neg-
ative selection bias, and to study the robustness of conclusions with respect to different prior assumptions.
1. Mixture of a point mass at zero and a normal distribution
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where d(0) is the Dirac function. That is, the probability of efficacy being exactly zero is assumed to be q. Given non-
zero efficacy, a normal distribution is assumed. This is an approach taken for instance by Chuang-Stein and Kirby [11,
Ch 5]. The rationale being that the lump probability at zero would represent the proportion of drugs historically shown
to have no (or very small) effect, and the proportion assigned to the normal distribution would be centred around a his-
torical average for efficacious drugs.

2. Exponential distribution

7(0) =k xexp(—k0)

An exponentially distributed prior was for instance used by Miller and Burman.'* A rationale for this prior is that it
might be reasonable to assume that low or moderate efficacies are more likely than high ones. A non-ignorable number
of CD are likely to have only marginal efficacy. This indicates that the prior density for efficacy should perhaps be a
decreasing function.

3. Log-normal distribution

©(0) = (2n6°17) exp <— w)
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A rationale for a log-normal prior could be that the process through discovery and pre-clinical development should
have successfully terminated drug candidates which are totally void of mechanistic action towards efficacy. The candi-
dates progressed to clinical development might still have substantial likelihood of sub-optimal efficacy, but the likeli-
hood close to zero should be negligible. The log-normal distribution was proposed as a model for the true treatment
effect by Wiklund."

For simplicity, the distributions are selected to yield the same mean (u, = 1), using the following parameter values:
p=05un=2,7v=0.6, k=1, uyp = —0.125, 7;, = 0.5.

3 | DISTRIBUTION AFTER SELECTION FROM PHASE 3 INVESTMENT
DECISION

At the investment decisions made after Phase 2, the sponsor typically terminates those projects that are deemed not to
exhibit a sufficient treatment effect, and only progress to Phase 3 those projects showing good efficacy. This leads to
selection bias; conditioning on Phase 3 progression, the observed treatment effect in Phase 2 is a biased prediction of
the Phase 3 results (e.g., Qu et al.). In this chapter, the impact of selection at an investment decision will be illustrated
based on the three prior distributions introduced above.

Assume that the efficacy estimate from Phase 2 is based on the comparison of the mean of two treatment arms, for
example active treatment versus placebo. If we further assume that the estimate is normally distributed, we have that
0, |60 ~N(6,7%), where =0/2/N is the standard error of the Phase 2 estimate and N is the sample size per treatment
arm. Following the Phase 2 trial, a stop/go decision is made whether to terminate the project or to progress to Phase
3. There are different ways of specifying how large the observed Phase 2 efficacy has to be to invest in Phase 3 (see
e.g., Frewer'®). In this article, we have chosen a stop/go criterion based on whether efficacy is statistically significant in
Phase 2. Denote the z-score by Z =0, /t and write C for the critical value. The event of Phase 3 transition is then
Q = {Z> C}. The probability for this is the statistical power.
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The sub-probability density of efficacy for the subset of projects progressed to Phase 3 is obtained by multiplying the
prior distribution (as defined in Ch 2) with the statistical power, p} (8) = z(6) - Px(Q|6). Scaling this by the probability
of Phase 3 progression, Pn(Q) = [#(0)-Pp(Q|0)dO we get the efficacy density given progression,
pn (0]Q) =px(0)/Pn(Q). In Figure 1, pj/(0) for each of the three priors are shown for different sample sizes, N = 20, 50,
100, 200.

The graphs in Figure 1 illustrate the extent to which the selection mechanism of the investment decision implies a
different distribution after progression to Phase 3, as compared to the prior. (Note that the y-axis varies between
graphs.) The selection does to some extent succeed in selecting the projects with higher efficacy, hence shifting the dis-
tribution of successful projects to the right. This selection is however by no means perfect. As illustrated in the graphs,
there will be a substantial probability that progressed projects will have a true efficacy that is probably lower than antic-
ipated (low values of 8 are part of the selected distribution). On the other hand, many projects with highly efficacious
drugs will be terminated (the selected distribution is substantially lower than the prior even for relatively high values of
0). The degree to which the distribution is shifted does obviously depend on the sample size, N. Larger sample sizes will
lead to more accurate decisions, that is less false negative and false positive investment decisions. The impact of the
sample size is however different between the priors. The shape of the selected distributions from the mixture prior
appears to be relatively similar, independent of N. The selected distributions for the other priors depend more clearly
on sample size.

We may calculate the mean of the treatment effect for the subset of projects progressed to Phase 3,

Ey {elQ] ~ [0-putorae.

Given that a drug with efficacy 0 progresses to Phase 3, the density of the Phase 2 estimate follows a normed truncated
normal distribution,

pN(éZ|Q’6) = (p(é2/1) ' 1Q/(D(9/Ti C)v

where ¢ is the normal density and 14 is the indicator function for progression, that is 0, > Cx. Figure 2 displays the con-
ditional Phase 2 mean, Ey [92|Q,6’}, as an illustration of the bias conditional on transition. The results show that the
conditional Phase 2 estimate severely overestimates the true treatment effect. This is particularly the case for studies
with a small sample size, but the bias is also substantial for larger trials with small to moderate true treatment effects.
Conditional on transition to Phase 3, we present in Table 1 some numerical results for mean efficacy, En[6| Q], and
mean Phase 2 estimate
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FIGURE 1 Distributions of the subset of projects with a successful Phase 3 transition, based on the three prior distributions. (The curves
are representing the product of the prior and the power function and are hence improper densities with an area #1)
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FIGURE 2 Mean of the Phase 2 estimate conditional on successful <

Phase 3 transition as a function of 6
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TABLE 1 The average estimated efficacy, as compared to the average true efficacy, for projects with a successful Phase 3 investment

decision

Mean of prior distribution

Mean of Ph 2 estimate, given progress
to Phase 3

Mean of true effect, given progress to Ph 3

Probability of progress to Ph 3

N=20
N=50
N =100
N =200
N=20
N=50
N =100
N =200
N=20
N=50
N =100
N =200

Prior distribution

Point mass + normal
1.00
2.79
2.32
2.06
2.00
2.08
2.01
1.96
1.92
0.29
0.43
0.48
0.50

Exponential
1.00
2.82
2.14
1.80
1.56
2.10
1.86
1.67
1.51
0.23
0.36
0.47
0.58

En [92|Q] = JEN [éz\Q’g} -pn(0]Q)do.

Log-normal
1.00
2.52
1.79
1.44
1.22
1.42
1.33
1.24
1.14
0.21
0.39
0.57
0.75

Value of Ph2
estimate
required for
Ph 3 transition

1.86
1.18
0.83
0.59
1.86
1.18
0.83
0.59
1.86
1.18
0.83
0.59

The results may be compared to the mean of the prior distribution, which is set to 1 for all the three priors. The
results give an overall summary of the amount to which the positive investment decision selection will have an impact
on the expected true treatment effect. If the treatment effect follows the mixture prior, the impact will be large, with a
mean of the selected distribution being around 2 for all the evaluated sample sizes. This is due to the fact that the selec-
tion in this case mainly acts to weed out the zero part of the prior. For the other priors, the impact of the selection is
smaller. For the lognormal prior, the mean treatment effect after the investment decision is relatively close to the prior

mean, at least for larger sample sizes.
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The results also indicate that, as expected, there is a substantial bias in the estimate from Phase 2, when conditioned
on a successful Phase 3 investment decision. This bias is large for smaller sample sizes, but much smaller with a larger
sample size, as a larger N reduces the variability of the estimate. As seen in Table 1 for N = 200, Ey [92|Q] is only
slightly higher than En[6] Q].

From results in Table 1 it may also be noted that there is a clear difference in the behaviour of the probability of
study success for the three prior distributions. If the treatment effect follows the mixture prior, the success probability
does not increase substantially for large sample sizes. Instead, this probability approaches a plateau given by the proba-
bility, g, of the zero part of the prior and of the type 1 error, a. For the lognormal prior, on the other hand, the success
probability increases rapidly over a relevant range of Phase 2 sample sizes. It may also be noted that the success proba-
bility of the different scenarios corresponds to the area under the curves of Figure 1.

4 | BAYESIAN DISCOUNTING OF PHASE 2 ESTIMATES
4.1 | Posterior distributions

The prior distributions presented in Ch 2 represent sceptical priors in the sense that they would typically have a lower
average than the efficacy anticipated in the target profile for the drug or anticipated in the traditional sample size calcu-
lations done by the sponsor. This is motivated by the fact that many drugs fail due to insufficient efficacy. The Bayesian
estimate obtained from applying the prior distributions then generally represents a shrinking of the estimate towards a
smaller effect estimate. The specific mixture prior may however give a higher predicted mean than the estimate, in
some cases. The degree of shrinking would be given by the posterior distributions, which we will derive in this section.

4.1.1 | Mixture of a point mass at zero and a normal distribution

With the Phase 2 estimate being normally distributed, 0, | AN (6,7%), the posterior distribution for the mixture prior is

n(9,92>:,<.¢(@2; 9) (eao0+a-a-o())

where K is the norming constant. The posterior distribution when 0,=1 is illustrated in Figure 3(A), for a range of sam-
ple sizes, N. As indicated in the figure, the posterior is a mixture of a normal distribution and a point mass in § = 0.
When Phase 2 data are promising, the probability of no efficacy is typically decreased compared to the prior. The mean
of the normal distribution part is a weighted average, reflecting amount of information, of the prior mean and the Phase
2 estimate.

Mixture Exponential Lognormal
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FIGURE 3 Posterior distributions for different sample sizes after updating from the three different priors. (§,=1. For the mixture
normal prior, the height of the posterior point mass at zero represents the case of N = 50.)
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4.1.2 | Exponential distribution

The exponential distribution is usually defined only for non-negative values, 6 > 0. However, the improper version of
this prior, allowing any real value for 6 will give a mathematically tractable posterior and provide a convenient rule-of-

thumb. We will first derive the posterior and then return to discuss the improper prior. With the Phase 2 estimate, 0,,
being normally distributed, and using the improper exponential prior, the posterior is proportional to

M) e (_ (0— (6> — ke?))” + 202k, - (k12)2>

ﬂ(O\éz) xz(0)py (é2|9) o< exp(—k0) - exp (‘ 272 272

o exp (—%)

where yzzéz—krz. This means that the posterior for 6 is normally distributed, just like the sample distribution.
Rather surprisingly, the posterior variance is identical to the sample variance, although we in some sense have
added information in terms of an informative prior. If k = 0, the prior is so-called non-informative, and the poste-
rior will not adjust the Phase 2 estimate. If k> 0, the posterior mean u,= 0, — kr? adjusts the estimate by an
amount proportional to the sample variance. This finding may provide a convenient rule of thumb for the discounting
of Phase 2 estimates.

We have in the derivation of the posterior used an improper exponential distribution, with support on (—oo, +00).
This will lead to negative estimates when Phase 2 data are close to zero, and negative Phase 2 estimates will in fact be
further amplified by the Bayesian updating. This is often unrealistic as it is less likely that the drug will have a clear
negative effect compared to placebo. It might be argued that this will have little practical importance, as drugs with low
or negative estimated efficacy will anyway likely not be considered for Phase 3 testing, and the rule of thumb may be
useful for the majority of relevant situations. Since the mean of the (proper) prior exponential distribution is u, = 1/k
and the standard error is z=0+/2/N, it follows that the adjustment applied to the Phase 2 estimate can be approxi-
mated as

kt* = —262

Ny,
The posterior distribution is illustrated in Figure 3(B), for a range of sample sizes, N, and with @2 =1. In the numerical
illustrations of Figure 3 and in subsequent parts of the article, we only illustrate the case of > 0 corresponding to the
proper exponential prior.

41.3 | Log-normal distribution

With the Phase 2 estimate being normally distributed, 6, | 6N (6,72), the posterior distribution for the log-normal prior
is proportional to

272 272

77:(9) 'PN <é2|9) o(é.exp (_ (lne_/’lL)z_ (éz—H) )

The posterior distribution is illustrated in Figure 3(C), for a range of sample sizes, N, and with 6, =1.

4.2 | Properties of posterior mean estimates

From the posterior distributions, we have calculated the posterior mean,
En[0]0;] = [0-7(6|62)d6. This would represent the Bayesian adjusted estimate, available for the Phase 3 invest-
ment decision, after updating with the Phase 2 results. In Figure 4 we present results showing the relationship
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7 N=20 g 7 N=20 M N=20 g
~— N=50 g -~ N=50 - N=50
I N=100 o — N=100 © o N=100
N=200 N=200 N=200

Posterior mean
2
1
Posterior mean
2
1
Posterior mean
2
1

Theta_2 Theta_2 Theta_2

FIGURE 4 Posterior mean as a function of the Phase 2 estimate for the three different priors

between the posterior mean and the Phase 2 estimate, 0,. The posterior mean curves are only shown for 0,> Cr,
i.e. for values of 6, large enough to lead to a positive Phase 3 transition. Figure 4 shows that the posterior mean in most
cases implies a shrinkage, in that the posterior mean is lower than the Phase 2 estimate. There is however a clear differ-
ence between the prior distributions. As seen in Figure 4a, for the mixture prior, the posterior mean can in fact be
higher than the Phase 2 estimate. Only for large estimates or small sample sizes, does the posterior mean imply a
shrinkage.

For the exponential prior, as illustrated in Figure 4(B), the posterior mean is uniformly lower than the Phase 2 esti-
mate. As noted in Section 4.1, the posterior mean implies a reduction from the Phase 2 estimate that is proportional to
the sample variance, that is E[6|92} =0, — k2. This result is represented in Figure 4(B) by the curves for posterior
means being approximately linear and are parallel to the Phase 2 estimate (i.e., the identity line).

The lognormal, Figure 4(C), is the prior distribution for which the posterior mean implies the largest degree of
shrinkage. The amount of shrinkage is larger for smaller sample sizes, and for larger Phase 2 estimates.

4.3 | Selection bias and misspecified prior assumptions

Until now we have implicitly assumed that the prior distribution for the treatment effect is known. This implies
that the prior distribution assumed in an analysis is the same as the true distribution from which the treatment
effect of the drug candidate is drawn. In practical applications, the true prior distribution would be unknown.
Analyses and decisions will have to be made based on an assumed prior distribution, which may be more or less
incorrect.

We will in this section provide some illustrations of the consequence of this misspecification of the assumed
prior. In doing so, we introduce the notation 7'(0) for the assumed prior, whereas z(#) denotes the true prior.
Likewise, z* (9 | 92) and n(& | 92) are the posteriors based on the assumed and true priors. The corresponding posterior
means are denoted y,. and u,, respectively. The bias of the Phase 2 estimate conditional on the positive Phase 3 invest-
ment decision, that is the selection bias, is then gy (92) =0,— u,.. From the graphs in Figure 4, the selection bias is rep-
resented by the difference between the identity line and the posterior mean curves. In Figure 4 we presented these
results to illustrate the amount of shrinkage imposed by the posterior mean. By transforming the scale to represent bias,
as given by the previous equation, the results are showing the bias of the Phase 2 estimate. We illustrate this in
Figure 5, giving the selection bias, Sy (92), as a function of the Phase 2 estimate, for the log-normal prior and for a range
of sample sizes. Figure 5 illustrates that the bias is larger for small sample sizes and for larger Phase 2 estimates.

When 7 (6) is not the same as z(9), the bias of the posterior mean is s (éz) = U, — U, that is the difference between
the posterior mean from the assumed prior and the posterior mean from the true prior. We illustrate this bias in
Figure 6, taking the log-normal to be the true distribution of the treatment effect, and showing the bias of the posterior
mean if incorrectly assuming the mixture normal or exponential prior, respectively. We also include in these graphs the
selection bias of the Phase 2 estimate, S5 (92), noting that this may also be considered as the bias from assuming a non-
informative prior in a Bayesian analysis.

The results presented in Figure 6(A) show that for a small sample size (N = 20) the posterior mean provides a sub-
stantial reduction in the bias of the Phase 2 estimate, even when the posterior mean is based on a misspecified prior
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FIGURE 5 Biasin the Phase 2 estimate, when treatment effect z _ N=20
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FIGURE 6 Biasin the posterior mean, as a function of the Phase 2 estimate, when the assumed prior is misspecified and the true prior
is log-normal

distribution. Figures 6(B)-D) further illustrate that an analysis based on the mixture normal prior, when the true prior
is lognormal, can sometimes imply a potentially unexpected behaviour. For high values of the Phase 2 estimate, the
posterior mean will in fact provide an overcorrection of the selection bias and result in a negative bias for the posterior.
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For low values of the Phase 2 estimate, the posterior mean will instead imply an exaggeration of the bias, by being
larger than the nominal Phase 2 estimate. Figure 6 also visualises the result presented in Section 4.1, that when apply-
ing the exponential prior the posterior mean implies a constant reduction, irrespective of the value of the Phase 2 esti-
mate. In the graphs, this is represented by the dashed curve being a parallel downward shift of the solid curve. The
results indicate that using the rule of thumb based on the exponential prior does in fact imply a substantial bias correc-
tion in this case of prior misspecification.

5 | EMPIRICAL DATA

We have shown in previous sections that the impact of selection bias, and the performance of various estimates, will be
highly dependent on the prior distribution of the treatment effect. To get some empirical insight into the distribution
for drugs under development, we extracted data from the database available at ClinicalTrials.gov.'® The database was
searched for all industry sponsored studies in Phase 2, and the sample size and observed p-value of the primary statisti-
cal analysis were obtained for all studies where these parameters were reported. The search yielded data from n = 1077
trials.

For each trial, i, we calculated an approximation of the normalised effect size A:. The calculations were in line with
the assumption made earlier, that the statistical analysis in a trial can be approximated by the comparison of two
means. The calculation of AZF was done to enable a summary of the various studies and allowing their outcomes to be
presented on a common scale. Details of these calculations, and of the approximations involved, are given in the Sup-
plementary material. The distribution of the approximated effect sizes, Ai*, is illustrated in the histogram of Figure 7.

We also categorised the included trials into seven different disease areas. The categorised analysis was performed
since it might be argued that substantial discrepancies between disease areas would invalidate analyses on the entire
data set. The distributions for each disease area are illustrated in similar histograms in the Supplementary material. It
turns out that the general patterns for the effect size distributions appear to be fairly consistent across the disease areas.
The lowest mean effect size is found for the Oncology and CNS disease areas, whereas the highest mean effect size is
found for the disease area containing GI and metabolic disorders.

In Figure 7, we have included an approximate illustration of what distributions would have been expected based on
the three different prior distributions. These were obtained by calibrating the mean of the prior distributions to equal
the mean of the empirical data. A normally distributed variable was then added to each of the prior distributions, to
mimic the fact that the empirical data represent both the actual distribution of true treatment effect and an additional
observation error from the trials. Further details on these calculations are given in the Supplementary material, where
the illustrative outcomes for the three priors are also given for each of the disease areas. We appreciate that the calcula-
tions do not represent an exact estimation procedure, but the approximations should be sufficient for the illustrative
purposes of the Figures. The results indicate that different prior distributions can reasonably represent the empirical
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data. From our evaluated priors, the lognormal and exponential distributions seem to align relatively well to the data,
whereas the mixture distribution provides a less accurate fit.

We further estimated the effect sizes, Af , that might have been anticipated in the planning of the trial. By calculat-
ing the ratio R} = Ai* / A: , we get an indication of the degree to which the observed effect size matched the effect size
anticipated in the planning stage. The distribution of the observed effect ratio, R}, is illustrated in Figure 8. A large part
of the distribution of R} is below one, which indicates that in a majority of the trials the observed treatment effect was
lower than anticipated at the planning stage. It should be noted, however, that there are apparent methodological issues
related to the empirical results of this section. These issues will be further addressed in the Discussion.

6 | ILLUSTRATING EXAMPLE: TESTING EXISTING DRUGS FOR COVID-19

At the time of writing this article, the SARS-CoV-2 virus pandemic is ongoing, the COVID-19 is threatening to kill
millions of people and has caused severe disruptions in societies all over the globe. The acute medical need has
triggered the testing in this new disease of a multitude of old pharmaceuticals, developed and sometimes approved
for other indications. The medical understanding is rapidly developing and any predictive model for the outcome
of these trials will soon become outdated. Still, we will use this setting as an illustration of how selection bias is
generated and what the magnitude could be. In doing so, we will not make any claims of accurately modelling
the current situation. Some comments on where the set-up may differ from reality are given at the end of this
Chapter.

Say that 200 drugs are tested in COVID-19 versus standard-of-care (SOC). We take the true mortality on SOC to be
20% in a population of hospitalised patients. This death rate approximates early estimates (Zhou et al.'® Richardson
et al.'”), from the time when many clinical trials were initiated. However, mortality among hospitalised patients has
varied substantially depending on covariates'” and has declined over time."®'® In normal drug development, CD enter-
ing Phase 2 will almost invariably have positive pre-clinical and perhaps clinical signals for the disease at hand. The
already existing drugs tested for COVID-19 are less likely to be effective in this new setting, as pre-clinical data for this
disease are often lacking. In this example, we are therefore assuming that 75% of tested drugs have absolutely no posi-
tive effect on mortality. Some of them could actually be harmful, although we will ignore this possibility for the current
example. Thus, we take mortality = 20% for all these drugs. Among drugs that have positive efficacy (mortality strictly
lower than 20%), we assume, following Collignon et al.?® that the prior probability density is proportional to the cube of
the true mortality rate. This means that it is 2° ¥ * = 16 times more likely that an effective drug has mortality in the
interval 10-20% as that its mortality is 5-10%. It should be stressed that this constitutes one possible subjective Bayesian
prior. When considering a specific drug, it may be possible to use expert elicitation and available information (e.g., data
on response biomarkers, and data on similar drugs) to tailor the prior.
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With many drugs competing for research resources, early phase sample sizes are often small. We take a Phase
2 trial with n = 50 hospitalised patients per arm. In order to limit the Type 2 error, a mortality benefit is tested
on a higher than usual significance level, alpha = 10% one-sided, using Fisher's exact test. Only drugs having a
significant benefit will proceed to confirmatory Phase 3 testing. Figure 9 displays the distribution of mortality rates
for drugs being effective (blue curve). It also displays the density of drugs being selected to proceed to Phase
3 (red curve) based on a statistical significance in Phase 2. This is the prior density times the power. Note that
this is a sub-probability distribution, that is, the total probability that the drug gets a go decision is less than one.
In this case, on average 18% of drugs with any efficacy will be selected for Phase 3. As Fisher's exact test is dis-
crete, and sample sizes are small, the probability that a non-effective drug will move to Phase 3 is 6%, substan-
tially smaller than the nominal alpha. However, with 75% of the tested drugs being non-effective, the expected
number of non-effective drugs entering the next phase is nine. This is similar to the expected number of effective
drugs. Thus, about half of drugs entering Phase 3 can be expected to be truly effective, and some of them may
have insufficient efficacy to succeed in the confirmatory trial.

As an illustration, let us first condition on a drug having mortality = 15%. With the assumptions above, it is
more likely than not that it does not proceed to Phase 3. Given that the drug has mortality = 15% and that it is
statistically significant in Phase 2, its expected mortality in Phase 2 is only 10%. That is, the selection bias for the
mortality estimate is 15-10% = 5%. Let us now remove the conditioning and consider the total population of
drugs. Based on the prior and the Phase 3 go criterion, the expected selection bias among all significant drugs is
6.1% points.

The set-up we have been using differs from the COVID-19 situation in a number of ways. For example, the
sample sizes in Phase 2 will obviously vary greatly between different trials and the power may depend on the
choice of endpoint. As was shown in previous chapters, the sample size will have a large impact on the degree of
selection bias. Some drugs may go directly into Phase 3. The two phases may also be combined into a seamless
Phase 2/3 trial. The issue of selection bias will be present in similar ways as for a separate Phase 2 trial if a
go/no go decision is based on the Phase 2 component of a seamless design. Many drugs are tested in platform tri-
als, with several drug candidate sharing a common control group. This will introduce a correlation but not drasti-
cally change the issue of selection bias. A practically important aspect is that several drug candidates are related,
belonging to the same class or having similar modes of action. A sophisticated predictive model could therefore
use a prior with dependencies between the efficacies of such drugs. It may even be possible to borrow information
between different drugs.

Although the model we have considered is not perfectly reflecting the COVID drug testing situation, it can under-
line the need for different stakeholders to carefully make trial decisions and to interpret results from small trials with
caution. The public and journalists should ideally be taught to consider not only point estimates but also confidence
intervals and p-values. As a very large number of COVID trials have been launched, a Phase 2 p-value of 0.001, say,
may not be convincing. On the other hand, a p-value of 10~° from a well-designed although small trial of a drug with
clinically plausible efficacy can be interpreted as proof of efficacy, although the point estimate (and CI) should not be
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FIGURE 9 Treatment effect distribution before and after Phase 2
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fully trusted. The many small trials risk wasting resources. University groups should therefore seek to build consortia
rather than launching small, likely inconclusive trials. Government bodies, research councils, etc. should promote col-
laborative efforts, for example effective platform trials.”® Major industry and public, sponsors should collaborate, con-
sider the entire program already when designing early trials, utilise group-sequential and adaptive designs to de-risk
trials, and factor in selection bias, for example by considering the posterior distribution. Furthermore, with a realistic
prior for drug efficacies and given a certain number of patients available for testing in Phase 2 and 3, it would be possi-
ble to approach a global optimisation of the testing of the portfolio of all available drugs. That is, one could search for
optimal criteria for when to stop development of drugs and re-allocate resources to more promising candidates. Such
an approach would have similarities to the concept of parallel drug development as discussed in Wiklund.?' This could
potentially be further developed into a societal decision analysis (cf. Stallard et al.**) with the aim of minimising the
total number of deaths from COVID-19.

7 | DISCUSSION AND CONCLUSIONS

In the introduction, we outlined the general issue of selection bias, and the problems it may pose to decision makers in
correctly assessing the Phase 2 outcomes when making Phase 3 investment decisions. We showed in Ch 3 that the
Phase 2 estimate may severely overestimate the true treatment effect, when a positive decision is conditioned on
the Phase 2 estimate being statistically significant. This is particularly the case for studies with a small sample size, but
the bias can also be substantial for larger trials with small to moderate true treatment effects. This is of importance for
decision makers, as the failure to account for the over-estimation may lead to exaggerated claims of treatment effect,
eventually implying that futile drug candidates might be taken forward to Phase 3 programmes.

One way of addressing the selection bias in the Phase 2 estimate would be to apply Bayesian methodologies. We
derived the posterior distributions for a few selected prior distributions and illustrated some properties of the
corresponding posterior mean estimates. For the case that the applied prior distribution is the same as the true treat-
ment effect distribution, the posterior mean is unbiased. This implies that the selection bias would not be an issue if a
Bayesian analysis could be performed with the correct prior assumption.? In reality the true prior is unknown and the
underlying prior assumption will be more or less incorrect. The results presented in Ch. 4 indicate that the choice of
prior distribution is of great importance for the ability to reduce the selection bias. As an example, with the true treat-
ment effect following a log-normal distribution, we showed that properties of the Bayesian estimate might be inade-
quate if the analysis is based on another prior distribution. In particular, applying the mixture normal prior was shown
in some situations to enhance, rather than reduce, the selection bias. This is apparent in our results, even though all
the compared prior distributions are calibrated to have the same mean, differing only in their shape. The suboptimal
performance using an incorrect prior might be suspected to be even worse if also the average of the prior is mis-
specified. Consequently, the choice of prior distribution for the analysis is important if the correction for selection bias
is to be successful. The elicitation of knowledge to inform the choice of prior distribution has been discussed by several
authors (e.g., Dallow™").

As shown in Ch. 2, the exponential prior leads to a convenient rule of thumb for the adjustment for selection bias,
implying that the Phase 2 estimate could simply be adjusted with a multiple of the sample variance of the estimate. This
simple rule of thumb was shown to be reasonably successful also in the case where the true prior was not exponential
but lognormal. When choosing a prior, one should consider the risk that Phase 2 data are incompatible with the prior.
Most importantly, the prior should not give extremely low density for effect sizes that are plausible and close to the
Phase 3 go threshold. It is also desirable that the prior does not entirely dismiss the possibility of either surprisingly
strong efficacy or negative efficacy. The improper exponential distribution certainly fulfills this. It also has a relatively
heavy tail, so that surprisingly good efficacy is not incompatible. It is certainly compatible with negative effects. The fact
that it leads to a prior mean even lower than a negative observation is not much of an issue, as a drug with negative effi-
cacy would normally be stopped anyway.

We have in this article illustrated our findings based on a selection of treatment effect (prior) distributions. The
selection was made to represent classes of distributions with different properties and to reflect distributions proposed
by other authors. We do of course appreciate that the selected distributions merely represent a limited subset, and that
the results do not generalise to all potential treatment effect distributions. A similar note could be made regarding the
choice of Stop/Go criterion. While we have chosen to illustrate the concepts based on a simple rule defined by
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the occurrence of statistical significance, we appreciate that other decision criteria could of course also be relevant (see
e.g., Lalonde®).

We illustrated in Ch. 5 some empirical findings based on data retrieved from the database at ClinicalTrials.gov.
Based on the empirical data we made approximate estimates of the distribution of effect sizes, and the empirical distri-
butions were compared with the prior distributions evaluated in the article. The results indicate that the log-normal
and exponential priors appear to be reasonable consistent with the empirical data. As shown in the Supplementary
material, the results are relatively consistent across a number of disease areas. The results further indicate that the
observed treatment effect is most often smaller than the one anticipated at the planning stage. With the Target Product
Profile (TPP) in many cases being overly optimistic, this may lead to an overestimation of the power and an underesti-
mation of the required sample size. Potential consequences of exaggerated TPPs might be that underpowered studies
can lead to unnecessary trial failures, partly contributing to the high Phase 2 failure rates, and eventually leading to
potentially useful drugs not being developed to benefit patients. We argue the basing study design considerations on
reasonable assumptions regarding the treatment effect, and its distribution, is important to avoid such negative
consequences.

We do appreciate that the empirical data are not comprehensive, and that there are methodological issues related to
its use. We have for instance not been able to identify the intended sign of the estimated treatment effect, and the esti-
mated empirical distribution for the treatment effect does therefore not include negative values. There is also a substan-
tial potential for reporting bias since many trials in the database did not report values for the treatment effect or p-
value. We also excluded from the analysis trials for which the p-value was not given as a specific value but for instance
as p < 0.05 or p > 0.05. We do however argue that better information on the distribution of the true treatment effect of
drug candidate is indeed valuable to guide improved analysis and decision-making and we think that further research
in this area is warranted.

While we have used a lot of Bayesian terminology in this article, we appreciate the fact that Bayesian methods may
not necessarily be used for the primary analysis of a clinical trial. However, these methods may still be part of the inter-
nal planning and decision-making. Hence, an awareness and adjustment for selection bias (potentially by Bayesian
methods) would be valuable for the sponsor, even if the formal reporting of the trial would adopt standard frequentist
methods. Qu et al’ also show how the topic of selection bias can be understood and dealt with from a
frequentist perspective.

Selection bias is an important issue. Decision makers and statisticians should be aware of the substantial risk of
over-estimating, and consequently the risk of exaggerating efficacy and making false positive decisions. But we also
want to emphasise the importance of balancing this issue against the risk of making false negative decisions. As shown
by Miller and Burman,'? it is often beneficial to use much more liberal decision criteria than implied by the standard
5% significance level. These authors show that false negative decisions as a consequence of strict stop/go criteria, may
often be detrimental to the expected value of projects. The appropriate choice of decision criteria should not be obfus-
cated by selection bias considerations.
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